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Chairman DeFazio, Ranking Member Graves, Members of the Committee, thank you for the opportunity 
to testify today on behalf of the Human Factors and Ergonomics Society (HFES).  With over 4,600 members, 
HFES is the world’s largest nonprofit association for Human Factors and Ergonomics professionals.  HFES 
members include researchers, practitioners, and federal agency officials, all of whom have a common 
interest in working to develop safe, effective, and practical human use of technology, particularly in 
challenging settings.  HFES has a particularly strong record of expertise in aviation over its 70-year history. 

There is a long history of blaming the pilots when aviation accidents occur.  However, this does nothing 
towards fixing the systemic problems that underlie aviation accidents that must be addressed to enhance the 
safety of air travel.  Often accidents are caused by design flaws that do not take the human operator's 
capabilities and limitations into account.  Bad design encourages accidents; good design prevents accidents.  
Solving these systematic design challenges is the primary calling of the field of Human Factors Engineering, 
which applies scientific research on human abilities, characteristics, and limitations to the design of 
equipment, jobs, systems and operational environments in order to promote safe and effective human 
performance.  Its goal is to support the ability of people to perform their jobs safely and efficiently, thereby 
improving the overall performance of the combined human-technology system.   

Recent investigations of the Lion Air and Ethiopian Airlines crashes of the Boeing 737-Max8 aircraft have 
highlighted the importance of Human Factors in the design, testing and certification of aircraft. 1; 2  Neglect of 
attention to Human Factors was also cited by both the National Transportation Safety Board (NTSB) and the 
FAA Joint Authorities Technical Review (JATR) in their reviews of the contributors to these accidents. 3; 4  I will 
discuss the field of Human Factors Engineering and its role in supporting high levels of human performance 
and reducing accidents in safety critical systems such as aviation, particularly as it relates to the use of 
automation and these tragic aircraft accidents.  This includes (1) a discussion of key Human Factors research 
on the ways that automation directly affects human performance, (2) Human Factors design problems 
associated with the 737-Max8 flight deck pilot interface, (3) Human Factors design process shortcomings, and 
(4) organizational and safety culture issues that are implicated in these accidents.  

Human Factors Engineering 
The practice of Human Factors Engineering is based on scientifically derived data on how people 

perceive, think, move, and act, particularly when interacting with technology.  The way in which any 
technology is designed significantly affects the performance of the people who interact with it.  The user 
interface of the technology can make human performance much more efficient and human error significantly 
less likely when it is designed to be compatible with basic human capabilities.  When the system is easy to 
use, guards against typical human frailties and errors (i.e. error tolerance and error resistance), and helps 
people to rapidly understand key information about what is happening, high levels of human performance in 
operating the system can be achieved.  Conversely, if the technology design is complex, its displays are 
difficult to perceive or understand, it is easy to make errors, and significant effort is required to piece 
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together needed information in order to stay abreast of a complicated and dynamic situation, the likelihood 
of human error increases greatly.  

Human Factors supplants a misplaced emphasis on blaming the pilot or over-reliance on training, and 
instead creates systematic improvements in human performance through improved system design.  While 
training is important, it cannot overcome poor system designs in the long run. 5  People are still likely to make 
the same types of errors if the system design is not consistent with human capabilities and limitations.  For 
example, when researchers recreated one automation-related aviation accident, they found that 10 out of 12 
pilots made the same error as the pilots in the accident when confronted with the same conditions.6  Further, 
a well-designed system that is consistent with user’s needs and is easier to operate is also easier to train; 
thus, potentially reducing training requirements as well as improving human performance.  

The Human Factors profession can be traced back to early work in aviation when it was discovered that 
a large number of crashes occurred due to human errors that resulted from aircraft cockpits that were 
inconsistent with basic human capabilities and limitations.  This spurred research on the perception, 
movement, and reaction time of aviators that was used to significantly reduce the frequency of aviation 
accidents over the following decades by redesigning the controls and displays of the aircraft to be more 
consistent with pilot characteristics. 7 

Since this beginning, Human Factors Engineering has expanded considerably to address human 
performance challenges across a wide range of industries including aviation, transportation, manufacturing, 
military operations, power systems, space, healthcare, consumer products, and many more. Today, Human 
Factors and Ergonomics Society members are involved in conducting research on how people interact with 
new technologies, and are actively engaged in applying Human Factors design processes and knowledge 
across government and industry organizations.  The Human Factors field is multi-disciplinary; it includes 
primarily engineers and psychologists, as well as physiologists and other professionals.  Over 50% of the 
Society's members have PhD’s and 32% have masters degrees.  This blend of backgrounds lends itself well to 
addressing the wide range of considerations needed to optimize human performance in any system.  

Automation and Human Performance 
Automation has increasingly become a part of modern systems in a wide variety of domains, including 

aviation systems, power systems and automobiles.  Across the past 50 years, considerable evidence has 
mounted demonstrating many benefits from automation, but also many challenges involving human 
interaction with automation that can contribute to catastrophic failures. 8-10  Just as no man is an island, so 
too, no automation is an island.  Automation must be able to work successfully with human users or, 
ultimately, it will fail.   

While automation has many benefits, it also creates new types of errors that must be addressed 
through careful system design to prevent these new and often catastrophic errors.8; 11  A long list of 
automation-related aviation accidents precedes the recent accidents involving the Boeing 737-Max8 that 
provide significant lessons learned.  A recent study listed 26 automation-related accidents among major air 
carriers between 1972 and 2013, where the pilots were significantly challenged in understanding what the 
automation was doing and interacting with it correctly to avoid the resulting accident.12  Several key 
challenges for human performance can be identified with automation use in aircraft flight decks.  

Insufficient Pilot Training and the Loss of Manual Skills 

Human operators have an important role in complex technological systems because of their ability to be 
flexible, learn, and adapt to unexpected situations. 13  To do this, however, pilots must be highly trained and 
experienced in managing the aircraft and its systems across a wide variety of flight conditions.14; 15  Today's 
airline training environments have been criticized as providing insufficient attention to practice and exposure 
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to the wide variety of alerts and non-normal situations that may be encountered in flight.16  Inadequate 
training on automation has been found to be a critical problem in many automation accidents. 17 

Pilots are often encouraged to use automation and use it frequently. 18  As pilots use automation more 
often, however, they become reliant on it,19 and skills needed for manual performance and decision-making 
can deteriorate. 9; 20  This includes both fine-motor skills associated with aircraft flight control and cognitive 
skills associated with cross-check and carrying out flight operations. 21; 22  Further, newer pilots, trained 
primarily to operate via automation, may never create well-learned skills for manual aircraft operations.  
Poor manual flight skills were implicated in the fatal crash of Colgan Air in 2009, for example. 23   

Automation Creates High Workload Spikes and Long Periods of Boredom  

While automation has frequently been implemented with the goal of reducing manual workload, it can 
actually increase pilot workload during already high workload periods, such as when a route change is 
needed or when a problem occurs.  This renders it difficult to use, and often pilots must quickly take over 
manual control in such circumstances which can be quite challenging. 24  It also can make already low 
workload periods even less engaging, creating new problems associated with lack of vigilance and poor 
monitoring.25; 26  This has been called the irony of automation. 8  

Automation Confusion is Common 

Poor operator understanding of system functioning is a common problem with automation, leading to 
inaccurate expectations of system behavior and inappropriate interactions with the automation. 27; 28  This is 
largely due to the fact that automation is inherently complex, and its operations are often not fully 
understood, even by pilots with extensive experience using it. 29; 30  A study of the factors underlying 
automation accidents and incidents found that two of the biggest problems were inadequate understanding 
of automation and poor transparency of the behavior of the automation.17  

Pilots report being highly challenged in determining what the plane is doing and why, and predicting 
what it will do next, creating a problem of automation surprise. 31  Very often the misalignment between 
pilots’ understanding of how the aircraft will behave and its actual behavior is only discovered when the 
aircraft acts unexpectedly.  At that point there may be too little time available to discover the problem, 
properly understand it, and take appropriate action before an accident occurs. 32 

Automation confusion is most likely to occur when three main factors are present 33:  

• The automation acts on its own without immediately preceding directions from the pilot; 

• The pilot has gaps in knowledge of how the automation will work in different situations; and 

• Weak feedback is provided to the pilot on the activities of the automation and its future 
activities relative to the state of the world. 

Low Situation Awareness to Support Automation Oversight and Intervention 

Automation is often brittle34, unable to operate outside of the situations that it is programmed for, and 
subject to inappropriate performance due to faulty sensors or limited knowledge about the current situation. 
Therefore, the ability of the pilot to supervise the automation and correct for its deficiencies is critical.  While 
some engineers assume that pilots need less information about what is happening when automation is 
involved, the reverse is actually true.  Situation awareness of both the state of the automation and of the 
systems the automation is controlling is critical to the ability of the pilot to effectively oversee it and make 
appropriate interventions and control inputs as needed.35  Pilots need to keep track of the state of the 
aircraft and its operation in the flight environment, the state of the automation that is controlling some 
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portion of the job, and information that will allow them to check the reliability and performance of the 
automation. 

Achieving a high level of situation awareness, however, has been found to be much more difficult when 
automation is involved. A key challenge associated with automated systems is that it tends to reduce the 
situation awareness of the human operator. 35   Pilots with low situation awareness are said to be “out-of-the 
loop.”  Low situation awareness when working with automated systems stems from three main sources: 35  

• Displays - Poor information presentation is a significant problem with many automated systems.  The 
system developers may either accidentally or intentionally remove key cues that pilots rely on to 
determine that the system is operating successfully, as was the case with the implementation of fly-
by-wire aircraft. 35  The difficulty of determining that automation is not working correctly is a key 
challenge with automation use.  The inadequacy of the displays provided has been found to be a 
frequent cause of aircraft accidents and incidents involving automation. 17 

• Vigilance - Automation often puts people into the role of passive monitor, however, in general, 
people are poor monitors of automation. 36  Vigilance decrements can be significant, occurring both 
because of over-trust in automation, 17; 19; 37 and because people are in general poor at maintaining 
vigilance when passively monitoring. 38; 39  

• Engagement - A person’s level of engagement decreases when they move from actively performing a 
task to passively watching another entity performing the task. 35; 40; 41  With low engagement, it has 
been found that people have a much lower understanding of what is happening than when they are 
performing tasks themselves.  A review of automation research was summarized by a fundamental 
automation conundrum: “The more automation is added to a system, and the more reliable and 
robust that automation is, the less likely that human operators overseeing the automation will be 
aware of critical information and able to take over manual control when needed”. 42   

As automation becomes more technologically capable, with increasing levels of reliability and 
robustness for performing an ever-widening range of tasks, people will become even more hampered by low 
situation awareness and fall short in the requirement to oversee the automation and interact with it 
effectively.  Even when system designs are improved and people are vigilant, the degrading effects of 
reduced engagement are difficult to overcome.42  

Human Factors Automation Issues in Boeing 737-Max8 Accidents 
The two recent crashes involving the Boeing 737-Max8 aircraft involved several of these known 

automation challenges.  These accidents resulted from inaccurate data provided by the aircraft's angle-of-
attack (AOA) sensor and its cascading effects on the Maneuvering Characteristics Augmentation System 
(MCAS) that was developed to automatically provide pitch stability following the addition of new, larger 
engines on this version of the aircraft.  The following analysis of the Human Factors and Safety problems 
contributing to these accidents is based on the accident reports released by the relevant investigation 
boards,1; 2 reviews by the NTSB4 and the FAA JATR3 in the United States, and other publicly available 
information on the accidents and events leading up to it.  

Insufficient Reliability of MCAS Automation  

Several critical design decisions created an automated system that was inherently brittle and not 
resilient to the inevitable problems that can happen in the real world.  First, the MCAS system on the 737-
Max8 was designed to operate from the inputs of only one AOA sensor, unlike a version of the MCAS 
developed for the United States Air Force KC-46 that measured and compared the inputs from two sensors. 43 
When the single AOA sensor provided inaccurate inputs, it created an automated system that performed 
repeated, erroneous trim actions.  The automation had an erratic effect on the stability of the vehicle that 
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was at odds with pilot goals and actions.  Redundancy is fundamental to the design of a safe and resilient 
system; in this case a redundant sensor could have provided the indications needed for alerting the 
automation and the pilot of an anomaly.  Simple maintenance errors, as occurred in the Lion Air accident, can 
have catastrophic consequences and should be guarded against though the use of Human Factors design 
principles in the design of maintenance tasks, procedures, and training.  

Further, the 737-Max8 MCAS was designed to engage and then reengage repeatedly, rather than only 
the single engagement allowed by the version designed for the United States Air Force. 43; 44  This created a 
situation in which the automation continued to perform inappropriate and unsafe actions (based on 
erroneous input data), that the pilots could not seem to override manually.  The basic design of the MCAS 
automation contained built-in assumptions regarding automation reliability that proved to be unfounded, 
and that left the pilots highly challenged in managing the aircraft safely.  

Automation Confusion, Lack of Training and Inadequate Automation Transparency 

Automation confusion was high as the pilots struggled to understand what the aircraft was doing.  The 
pilots had no previous knowledge of MCAS and the aircraft provided no displays to indicate that MCAS was 
acting on the aircraft trim, nor any displays to help them understand that it was getting erroneous data.  They 
were in the dark regarding the functioning of MCAS in these accidents. 

Further, the pilots were not aware of or trained on MCAS, and it was not included in their flight 
manuals, leaving them confused as to why the plane was behaving erratically.  They could not develop a 
correct understanding of the situation they were facing because they had no mental model to support this 
process.  Effective training on how to overcome automation failures involves not only a written notice or 
description of the automation, but also actual experience in detecting, diagnosing, and responding to such 
events, 18 which was not provided on the Boeing 737-Max8.  

High Pilot Workload 

In both accidents the pilots were heavily overloaded in trying to manually control the airplane, needing 
to exert considerable physical pressure on the control column to compensate for the repeated out-of-limit 
trim problems.  They were simultaneously faced with multiple competing alerts provided by the aircraft. 
Alerts associated with indicated airspeed (IAS) disagree and altitude disagree were inadequate to help them 
to understand the fundamental problem they were facing as a result of a faulty AOA sensor.  The alerts 
further created extra workload as the Lion Air pilots attempted to run indicated checklists and work with Air 
Traffic Control to check their instrument readings.   

The NTSB’s preliminary report on these accidents highlights the significant mental workload caused by 
multiple alerts and their role in further distracting the pilots.4  The alerts provided were insufficient to help 
the pilots properly understand and diagnose the situation they were in, or to direct them to the appropriate 
checklists for managing it.  The NTSB recommends that “the FAA develop design standards, with the input of 
industry and human factors experts, for aircraft system diagnostic tools that improve the prioritization and 
clarity of failure indications (direct and indirect) presented to pilots to improve the timeliness and 
effectiveness of their response.”4  The Human Factors and Ergonomics Society strongly agrees with this 
recommendation.  

Lack of Support for Situation Awareness 

In these accidents, the pilots were unable to gain the needed situation awareness for accurate decision 
making.  They were faced with an aircraft that repeatedly made uncommanded pitch changes while they 
received multiple alerts on airspeed disagreements and altitude disagreements, which they attempted to 
address. However, these alerts primarily served to add workload and distractions.  Displays of the MCAS 
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operation actions (e.g. trim up or down), and displays that would have helped the pilots to understand the 
state of the aircraft as affected by the MCAS system were not provided.  

For example, the inclusion of the AOA sensor display on the primary flight display (PFD) was sold as a 
system upgrade option.  It was not included as a part of the addition of MCAS to the 737-Max8.  However, 
neither the airline customers nor the pilots may have been aware of the need for AOA displays to support 
proper diagnosis of MCAS behaviors when making such a purchasing decision, due to the lack of information 
provided about MCAS and how it functioned.  While Boeing had previously classified the AOA indicator 
display and AOA disagree lights as supplemental information and not necessary for the operation of the 
aircraft, the development of the MCAS system, and its reliance on the AOA sensors, should have created a re-
evaluation of this decision.  The pilots in these accidents were not provided with the needed displays for 
understanding the functioning of MCAS, nor of information needed to oversee its performance.  

There is also some evidence that the pilots may have lost situation awareness of other automated 
systems whilst dealing with the problems generated by MCAS.  While there is only a preliminary accident 
report available on the Ethiopian Airline accident, it indicates that the crew did correctly set the STAB TRIM 
to CUTOUT and turned off the autopilot.  Subsequently, however, their high airspeed made it much more 
difficult to manually trim the aircraft and maintain the desired pitch.  The aircraft throttle remained at 94% 
N1 throughout and the aircraft did not stop at the input speed of 238 knots but continued to around 340 
knots (vmo).  While it is possible the pilots did not understand the impact of the airspeed on the control 
problems they were facing, it is likely they simply lost situation awareness of their airspeed due to over-
reliance on the auto-throttle system.  The Boeing's flight crew manual recommends use of auto-throttles in 
take out, climb, and all other phases of flight.  Problems with loss of situation awareness of the state of 
automation and the systems they control are known to be more frequent when people are under higher 
workload and when working on competing tasks. 45; 46  Task fixation is more likely to occur under high 
workload.  In this accident, the captain was highly loaded with trying to fly the aircraft manually, needing to 
exert considerable manual force, and with only a very inexperienced first officer for help.  

While alarms and alerts are a key method for helping pilots to detect and diagnose system failures, they 
were of little help in these accidents.  Response to system alerts is not always automatic and immediate, 
contrary to the stated design assumption of 3 seconds.  Responses to alarms and alerts are affected by many 
factors including the salience of the alert for gaining attention, form of presentation, agreement/ 
disagreement with other indicators, and prior experience with the alert. 47; 48  People must also interpret the 
meaning of alarms, which depends on context, their mental model of what is happening, and expectations. 49; 

50  Often people seek to confirm alarms, and need additional time to properly diagnose the meaning of the 
alarms in order to select appropriate actions.  For example, Boeing’s own data on controlled flight into terrain 
accidents over a 17-year period show that 26% of these cases involved no response, a slow response, or an 
incorrect response by the pilot to the GPWS alarm. 51   

When multiple alerts across multiple systems are involved, as was the case in these accidents, 
considerable workload is added and much more time may be required to determine the root cause of the 
problems so as to select the appropriate response. 47  Multiple failures can cause contradictions between 
procedures or even prevent their complete execution.  The time to respond to the alerts was further delayed 
due to the fact that the pilots had not been trained to recognize the events and alerts they were presented 
with, nor to understand MCAS, its reliance on the AOA sensor, and its impact on aircraft control and other 
flight systems.18  A NASA Study found that the probability of responding correctly for non-trained aircraft 
emergencies was only 7%, as compared to highly trained "textbook" emergencies at 86%.52 

In summary, information that would have informed pilots about the activation of the MCAS or the faulty 
data inputs to it were lacking on the 737-Max8.  The absence of prior training on the MCAS led to a lack of 
understanding of what was happening to aircraft control.  The various alerts that were provided were non-
diagnostic and confusing, adding to workload and leading away from a correct understanding of the pitch 
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trim problem, rather than contributing towards a correct resolution in the available time frame.  Pilot 
responses to the alerts were significantly delayed and inadequate due to these deficiencies. 

Inability to Successfully Assume Manual Control  

Boeing has a widely publicized Cockpit Automation Philosophy that has guided its aircraft development 
over the past several decades. 53  Its key tenants are that the pilot can always override the automation, and 
that it should be an aid to the pilot but not replace the pilot.  In keeping with this guiding principle, in most 
other Boeing aircraft the pilot can always easily resume control by shutting off the autopilot system. 
However, the MCAS operated outside of this autopilot system and operated at odds with commanded pilot 
inputs.  

It is unclear why the design of the 737-Max8 MCAS departed from this consistent automation design 
philosophy and how the pilots were to know that the MCAS automation was continuing to operate, even 
after the autopilot was disengaged.  Normally, pulling back on the control column will interrupt electronic 
stabilizer nose down commands in the 737.  However, this was not effective in the 737-Max8 as it was set to 
repeat its actions if it continued to detect an out of trim problem.1  Further, the first officer's side was 
modified to inhibit pilot column cut-out functions while the MCAS was functioning.1   Thus, the simple, and 
normal responses that normally worked did not.  

Proper decision making and performance in the aircraft is highly dependent on accurate situation 
awareness.  While it has been noted that the STAB TRIM CUTOUT switch could have been used to resolve the 
MCAS problem, this procedure was not used by the crew of Lion Air due to the many factors discussed that 
lead to their lack of situation awareness.  Procedures are only useful when the correct procedure can be 
selected and applied in a given situation.  In the case of the Ethiopian Airlines accident, which occurred after 
the FAA issued an Emergency Airworthiness Directive on the MCAS54, the pilots set the STAB TRIM to 
CUTOUT as directed, however, the flight crew continued to experience flight control problems and concluded 
that the trim was not working.  It appears that their loss of situation awareness of the airspeed may have 
confounded their efforts to manually trim the aircraft, due to the high speeds generated.   

Once the pilots became involved in trying to overcome the MCAS trim activations, they were required to 
exert considerable manual force (in excess of 100 pounds according to the Lion Air accident investigation) to 
combat the actions of the system.  Concerns have arisen as to the levels of physical force required and the 
ability of pilots to combat the strong forces associated with MCAS and the 737-Max8’s engines under the 
conditions involved in these accidents.  Although the Ethiopian Airline crew was able to turn off MCAS via the 
STAB TRIM CUTOUT switch, they subsequently flew for some two and half minutes while needing to exert 
manual forces on the control column to compensate for the mis-trim.  The FAA Code of Federal Regulations 
(CFR 25.143) requirement is to not exceed 75 pounds for one-handed or 50 pounds for two-handed short- 
term control of pitch, and 10 pounds of force for any long-term control of pitch (more than 3 seconds), due 
to the effects of manual fatigue.  These pilots eventually stated "pitch up together" and "pitch is not enough" 
before turning the electric trim system back on, presumably because they could no longer perform this task 
manually.  This led to the reactivation of MCAS and loss of aircraft control. 

 A determination is needed as to the ability of pilots (both male and female) to exert sufficient manual 
force to counteract the forces exerted by MCAS at the pitches and speeds in the operational envelope, and to 
operate manually in the case of a need to deactivate the system due to failures such as were experienced by 
these aircrew.  A recent study by the FAA found that over 60% of females and between 15 and 65% of males 
(depending on age) were unable to meet current FAA code requirements for short term force application.55 
Further, 10 pounds of force for yoke pitch and stick pitch (the long term requirement) could be maintained 
for less than 5 minutes by between 42% and 60% of females and 12% of males.55  These results should be 
extended to address international populations and used to update CFR 25.143 and to update aircraft cockpits 
to support actual pilot capabilities.  
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7 Human Factors Principles for Automation that Prevent Accidents 

A number of good design principles for improving people’s ability to successfully oversee and interact 
with automated systems have been developed that could have prevented these accidents had they been 
applied. 48; 56; 57 

1. Provide automation reliability.  A key tenant of safety is the design of highly reliable systems. 
Automation needs to be resilient to bad data and avoid single point failures by cross checking across 
multiple inputs.  Further, graceful degradation should be supported such that if the automation is 
not getting good data, it can provide automatic self-checking behaviors, with an accompanying 
message to the pilot.  In this case, the MCAS should have been designed to read and compare inputs 
from both AOA sensors, with significant AOA sensor disagreements being used to disable MCAS and 
support pilot understanding of its operation.  

2. The user should be in command.  Automation should not interfere with manual operations and 
manual override should always be possible.  Because people have the ultimate responsibility for 
system safety, because they are more able to adapt to novel, unforeseen situations, and because 
they may have information about the situation that an automated system does not, they should 
always be able to easily and simply override the automation and take control. Pilots should be able 
to easily override activation by the MCAS, rather than having the system fight the user for control. 
Overcoming the MCAS actions on the trim system should have been as easy as overcoming other 
electronic trim actions via the control column.  

3. Provide automation transparency.  The state of the autonomy and its intended actions must be 
made highly transparent to the pilots.  The current goals and assumptions of the autonomy, its 
current and projected actions, and how much confidence should be placed in its data and 
algorithms should be clearly represented.48  The system should provide sufficient information to (1) 
keep pilots informed of its operating mode, intent, function and output, (2) inform pilots of 
automation failure or degradation, and (3) inform pilots if potentially unsafe modes are manually 
selected.56  It is critical that the automation mode and status be clearly and saliently displayed.  In 
this case a display showing that the MCAS was on and each time it engaged, as well as its effect on 
aircraft trim, would have provided key input to the pilots as to what the system was doing.  If the 
MCAS is overridden by the pilot and turned off, this should be displayed as well to provide clear 
feedback to the pilots on its state.  Secondly, the state of the world that the automation is basing its 
actions on, such as the AOA sensors in this case, need to be clearly displayed so the pilot can cross 
check the reliability of the automation to decide whether to trust it or override it. 

4. Provide training to users on automation to ensure adequate understanding and appropriate levels 
of trust.  New automation should be introduced with training to allow pilots to develop accurate 
mental models of how it works, an understanding of its limitations and reliability in different 
situations, and information on how to detect and recover from abnormal events and failure 
conditions.  As a significantly new piece of automation that had a direct effect on aircraft control, 
experiential training (e.g. via simulations) should have been provided that would allow pilots to 
experience MCAS operations, its failure conditions, and to perform the tasks needed to recover 
from and effectively overcome abnormal conditions.  

5. Avoid increasing cognitive demands, workload and distractions and make tasks easy to perform.  
The need to sort through multiple competing alerts provided a significant distraction and added 
workload.  Systems should be intelligent enough to filter out extraneous, incorrect, and misleading 
alerts in order to eliminate both nuisance alarms and reduce unnecessary workload and distraction.  

6. Make alarms unambiguous.   A failure of the MCAS system due to poor sensor data input should be 
displayed with a clear unambiguous message.  Attempting to diagnose a problem with messages or 
displays that also have other meanings (e.g. the altitude disagree and airspeed disagree warnings), 
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is an invitation to error and significant delays in responding appropriately to emergent events.  Any 
abnormal behavior of MCAS (as affected by degraded sensors or other factors), should be displayed 
with an MCAS alert warning that is distinct from other alerts.  

7. Support the diagnosis, management, and assessment of multiple alarms.  System displays need to 
support pilots in determining the relationship between multiple alarms, so as to better understand 
the root cause of any warnings.  If root causes are not independent, this needs to be understood, 
otherwise individually addressing them may not resolve a problem or make it worse.  Pilots need 
support in responding to and handling multiple alerts, which can cause contradictions between 
procedures or even prevent their complete execution and degrade the utility of the alerts.  Alarm 
management systems for aircraft need to be redesigned to support pilot understanding of how 
alarms across systems interact, which actions are a priority, and what actions should actually be 
taken to resolve the underlying problem.  

The lessons learned from these devastating accidents are important for the design, development and 
testing of automated systems for not only aviation, but also many other industries where automation is being 
implemented including military systems, power systems and automobiles.  Assumptions of perfect 
automation are unwarranted and unless great care is taken in supporting the needs of the human operators 
to have good situation awareness of both the automation and the systems they are controlling, the resulting 
effect will be repeated tragedies of this nature.  

Human Factors Processes for Design and Certification 
A FAA Human Factors team conducted a detailed study of automation-related aviation accidents in 

1996.  They found that "problems with automation were not limited to any one aircraft type, manufacturer, 
or air carrier, but were systemic, pointing to much larger problems with the design of the pilot interfaces to 
the automation, as well as the processes used for design, training, testing, and regulation that were 
inadequate for addressing the inherent challenges associated with automation." 30  Consistent with their 
findings, a number of issues pertaining to the Human Factors processes used for the design and certification 
of aircraft are highly relevant to the 737-MAX8 accidents that will be discussed in more detail.  Addressing 
them across the aviation industry is critical to preventing future accidents.  

Compliance with Human Factors Design Standards 

A number of detailed design standards exist relevant to Human Factors and automation that should be 
adhered to in order to promote good performance and accident prevention.  This includes the FAA Human 
Factors Design Standard, 56 DOD MIL-STD 1472G Design Criteria Standard: Human Engineering,58  and SAE 
6909 Standard Practice for Human Systems Integration.59  In the case of the 737-Max8, adherence to design 
principles for human-automation interaction and alarms would have significantly reduced the likelihood of 
these accidents, as has been discussed.  

Incorporation of Human Factors Engineering in the Design Process 

Early incorporation of Human Factors analysis, design, and testing during the design process must be 
emphasized in order to build in safe, efficient operability.  The importance of designing in a consideration of 
human capabilities and limitations throughout the design process is well established. 60  The design of the 
operator interface cannot occur at the end of the design process; it is integral to the system design and must 
occur early during system design to ensure that the combined human-machine system will operate safely and 
effectively.   

It is unknown whether Boeing included Human Factors Engineers in its analysis, design, and testing 
activities, and, if so, whether they were sufficiently empowered to affect the 737-Max8 design. Given the 
many Human Factors deficiencies reported on in the accident analyses, NTSB and JATR studies, it is highly 
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unlikely that Human Factors considerations received sufficient attention or prioritization in the design and 
development of the 737-Max8 MCAS system.  

Professionals trained in Human Factors Engineering should be included on the design team and engaged 
throughout the design process in:  (1) conducting analyses of requirements to support human performance, 
(2) determining system functionality and information needs, (3) designing displays needed to support human 
performance in both normal and non-normal conditions, and (4) conducting tests of the ability of operators 
to perform in both normal and non-normal conditions.  

Conduct and Validate Safety Analyses 

The value of any safety analysis rests on its thoroughness and its assumptions.  A number of poor 
assumptions regarding MCAS were made during its development:  (1) that uncommanded system inputs 
would be readily recognizable and acted upon by the flight crew with no additional training, (2) action to 
counter the failure would not require exceptional skill or strength, (3) the pilot would take immediate action 
counter the problem, and (4) trained flight crew memory procedures would be followed to mitigate the 
failure.  These assumptions proved to be unwarranted in the accidents.  The JATR also found that “the system 
safety assessment and the functional hazard assessment, were not consistently updated.”3  This set the stage 
for a failure of the safety analyses conducted to adequately capture the real risks involved in the system 
design.  

Any assumptions made during safety analyses should be thoroughly vetted and evaluated to ensure that 
overly optimistic assumptions do not invalidate the benefits of such efforts.  When automated systems are 
involved it is important that safety analyses always consider the potential for invalid inputs to the system, 
encountering unexpected situations outside of system design limitations, the need for human oversight and 
intervention, and recovery from automation failures of any kind.  Further, safety analyses need to ensure that 
accurate assumptions are made about human performance, based on human performance data collected in 
realistic operational conditions when using the system as designed.   

Conduct Robust Human User Testing to Validate System Designs 

The careful testing of any new safety critical system is imperative, particularly when automation is 
involved.  In that various types of real-world events occur that may not have been anticipated during the 
design process, automation's behavior may often prove unexpected.  The NTSB’s recent Safety 
Recommendation Report 4 points out that specific failure modes that could lead to uncommanded MCAS 
activation were not simulated as a part of Boeing’s function hazard assessment validation tests.  Therefore, 
resultant flight deck problems, such as misleading warning messages and erroneous information displays, 
were not unearthed during the testing process or assessed for their safety implications.  The NTSB 
recommends that “the FAA develop robust tools and methods, with the input of industry and human factors 
experts, for use in validating assumptions about pilot recognition and response to safety-significant failure 
conditions as a part of the design certification process”.4  The Human Factors and Ergonomics Society strongly 
agrees with this recommendation.  

It is critical that testing of automation and operator interfaces include:  

1) both normal and non-normal events, including automation failures and recovery; 

2) a representative sample typical of operators who are external to the system design process; and 

3) objective measures of human performance, including actions taken, errors, performance times, 
workload and situation awareness.  
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Support for Human Factors Assessments in Aircraft Certification 

The FAA also has a significant role in the design and development process for aircraft technology due to 
its responsibility as the certifying body.  In that it is always possible for design teams to make errors in their 
assumptions and processes, or for cost and schedule goals to subtly degrade safety decisions, there is great 
value in having an external certification body who can provide a second review and an independent 
assessment of the safety of the system.  

The JATR report indicates that: (1) the FAA certification team did not fully understand the overall impact 
of the new MCAS system design, (2) the MCAS was not evaluated as a complete and integrated system on the 
new aircraft, and (3) Boeing failed to inform the FAA of significant design changes over the design process 
complicating their task.3  It appears that the FAA was unable to perform its important safety role due to the 
use of delegated authority, or “self-certification,” in which Boeing was able to provide many of its own tests 
and analyses without independent verification and validation.  This process misses the point of the value 
provided by an independent certification process.  

Critical to this situation is that the FAA may have inadequate numbers of Human Factors engineers 
involved in aircraft certification in addition to the pilots who are often serve in this role.  Further, the JATR 
found that the FAA “sometimes didn’t follow their own rules, used out-of-date procedures and lacked the 
resources and expertise to fully vet the design changes implicated in two fatal crashes.”3  The JATR 
recommends that: 

“the FAA integrate and emphasize human systems integration throughout its certification process. 
Human factors relevant policies and guidance should be expanded and clarified and compliance with 
regulatory requirements as 14 CFR 25.1302 (Installed systems and equipment for use by aircrew), 25.1309 
(Equipment, Systems, and Installations), and 25.1322 (Flight crew Alerting) should be thoroughly verified and 
documented.  To enable the thorough analysis and verification of compliance, the FAA should expand its 
aircraft certification resources in human factors and in human systems integration.” 3 

The Human Factors and Ergonomics Society strongly agrees with this conclusion and recommendation.  

Organization and Safety Culture 

Development of Safety Culture 

A strong safety culture is widely recognized as critical in high-consequence organizations such as 
aviation, power systems, and ground transportation.  Studies have found that workplace-related disasters are 
often a result of a breakdown in an organization’s policies and procedures that were established to deal with 
safety, and from inadequate attention being paid to safety issues. 61-66 

Many of the effects of a poor or broken safety culture may be subtle and subconscious.  For example, a 
large body of research shows that decisions about what is a problem or not a problem can be easily 
influenced by reward structures, time pressures, or instructions. 67; 68  Actions and communications of senior 
management, or rewards for cost and schedule performance (which can be easily measured), can act to 
subtly shift people towards more risky decisions.  While some organizations may tout “safety first” without 
backing it up, strong safety cultures are effective in promoting safety over short term profit objectives, 
overcoming fear of reporting that can keep problems hidden, countering non-compliance with standards, 
rules and procedures, and avoiding miscommunication on critical design and operational factors.    

Boeing has historically had a strong commitment to safety and human factors in its flight deck programs, 
however, there are concerns about the possible degradation of the safety culture at Boeing.  For example, it 
was reported in the media that a survey found that one in three Boeing employees reported they felt undue 
pressure from managers regarding safety-related approvals due to time and schedule concerns, and some 
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15% reported encountering such problems several times or frequently.69  Further, over the past 15 years 
Boeing has reportedly lost many of its employees involved in Human Factors and it may not have involved 
them in the development of MCAS.  

A renewed focus on developing and maintaining an effective safety culture sets the stage for avoiding 
the deterioration of design processes that led to these accidents, and should be encouraged in all safety 
critical organizations.  This includes aircraft manufacturers, airlines operations and maintenance, and 
certifying bodies.  The Human Factors and Ergonomics Society applauds recent statements by the FAA 
Administrator and Boeing Senior Management to reinforce their commitment to safety as the highest 
priority, and hopes they continue to support this message through their actions.  For example, Boeing should 
examine the degree to which Human Factors and Safety experts are involved in their design and 
development programs across the enterprise and ensure that they are fully empowered to support safety.  

Organizational Structure to Support Emphasis on Human Factors and Safety 

In that program managers can consciously or subconsciously compromise safety due to organizational 
pressures to meet cost and schedule goals, it is imperative that safety-critical organizations put in place 
organizational structures to counter such tendencies and avoid safety breakdowns.  For this reason, a best 
practice is to appoint a Vice-President level Manager of Human Factors and Safety, who oversees safety at 
the organization and who can raise safety concerns to the highest level of management.  Qualified Human 
Factors and Safety professionals should be assigned to all technology development programs. They can 
identify potential problems to program managers and recommend design solutions to enhance human 
performance and avoid serious accidents.  They should also have a direct line to the VP of Human Factors and 
Safety so that unaddressed problems do not remain hidden from top-level management. 

Use of Qualified Human Factors Professionals 

In many organizations, people assigned to address user interface design, user experience, human 
factors, training, and safety may have no formal training in these fields, or only cursory knowledge.  This 
unfortunately seriously degrades the effectiveness of their efforts. Just like every other field of engineering, 
Human Factors Engineering is based on a significant body of formal education that is paramount to its 
successful practice.  Because it is inherently interdisciplinary, however, its practitioners may have different 
degree titles (often Industrial Engineering or Cognitive/Experimental Psychology, as well as Human Factors). 
While there are a few bachelors level educational programs in Human Factors, most qualified practitioners 
will have master’s or PhD degrees in the field.  The Human Factors and Ergonomics Society maintains a 
directory of accredited academic programs in the field.  The Board of Certification of Professional 
Ergonomists (BCPE) is the recognized body for certifying that individuals are qualified to practice Human 
Factors, ergonomics, and user experience through a combination of testing, experience, and academic 
qualifications.  Currently there is no federal job code for Human Factors professionals, significantly 
complicating the ability of the FAA and other agencies from hiring personnel with the appropriate expertise.  

Recommendations 
The objective of Human Factors Engineering is not to assign blame after accidents occur, but rather to 

prevent accidents from occurring by improving the design of technologies and systems in advance.  In this 
light, the Human Factors and Ergonomics Society recommends that the FAA: 

1) Encourage Boeing, and other aviation manufacturers, to incorporate Human Factors processes and 
personnel into the analysis, design, development, testing, manufacturing, and maintenance of 
aircraft systems in order to comply with certification requirements.  (Supports FAA JATR 
recommendation 4) 
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2) Promote a safety culture in aviation that drives a primary focus on the creation of safe products, 
which in turn comply with certification requirements.  (Supports FAA JATR recommendation 6) 

3) Expand its aircraft certification resources in human factors and in human system integration, and 
integrate and emphasize human factors and human system integration throughout its certification 
process.  (Supports FAA JATR recommendation 7) 

4) Review training programs for automated systems and recommend improvements to ensure flight 
crew are adequately trained in automation processes and dependencies. 

5) Conduct a study to determine the adequacy of policy, guidance, and assumptions related to 
maintenance and ground handling training requirements, and needed human factors improvements 
to reduce maintenance errors.  (Supports FAA JATR recommendation 11) 

6) Conduct system safety assessments for all manufacturers of type rated aircraft to demonstrate the 
adequacy of assumptions regarding human performance, particularly as it relates to pilot 
understanding of and response to alerts, and ability to perform control functions manually when 
needed.  (Supports NTSB recommendations) 

In addition to these recommendations, Congress and the federal government can enact policies that will 
build up the FAA’s and industry’s capacity and expertise to better understand and address issues pertaining 
to alerting systems and human-automation interaction that are crucial to avoiding future catastrophic 
accidents in the nation's transportation and infrastructure.  HFES recommends that Congress enact the 

following policies:   

7) Direct the National Academies of Science Board on Human Systems Integration (NAS BOHSI) to 
conduct a study on human interaction with artificial intelligence, autonomy, and advanced 
automation technologies: enhancing safety and effectiveness.  Such a study could bolster the 
knowledge and understanding of the many complex issues involved and provide important 
directions for the nation as it develops and implements these technologies across the coming 
decade.  

8) Increase funding for Human Factors research at NASA and FAA on:  

a. Understanding the effects of multiple alerts and the "design of aircraft system 
diagnostic tools that improve the prioritization and clarity of failure indications (direct 
and indirect) presented to pilots to improve the timeliness and effectiveness of their 
response." (supporting NTSB recommendations)  

b. Developing "robust tools and methods for use in validating assumptions about pilot 
recognition and response to safety-significant failure conditions as part of the design 
certification process." (supporting NTSB recommendations) 

c. The development of effective methods, displays, and training for supporting human 
oversight and interaction with automated systems.  This could include support for the 
FAA’s NextGen – Air Ground Integration Human Factors program’s efforts around 
Human Error mitigation research, as well as the Flightdeck/Maintenance/System 
Integration Human Factors program, and NASA's Crew Systems and Aviation Operations 
program.  

d. The development of tools to support human factors and safety assessments in the 
certification process.  (supporting FAA JATR recommendations) 

9) Direct the FAA to develop programs for educating management and engineers on Human Factors, 
the effects of automation on human performance in safety critical systems, and the incorporation of 
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Human Factors Engineering processes, as well as the development of improved human-automation 
interaction approaches.  

10) Direct the Office of Personnel Management to add job codes for Human Factors Engineer and 
Human Factors Psychologist to its list of occupational positions and establish appropriate 
qualifications in order to ensure that FAA and other federal agencies have access to and employ 
qualified Human Factors professionals. 

Summary 
The science and practice of Human Factors Engineering is well established, with roots going back to the 

earliest days of aviation.  Aviation is highly dependent on the design and development of safe, effective flight 
decks for pilot control.   Achieving this goal is highly dependent on the early incorporation of Human Factors 
in the analysis, design, testing and certification processes.  While this is true in general, it is even more 
important with automated systems and as use of artificial intelligence and system autonomy increases.  The 
lessons learned from the tragic accidents of the 737-Max8 should be leveraged to improve the safety of our 
aviation system and to guard against similar problems in other safety critical systems.  
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